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Introduction
The tools described in the initial report embed metadata as part of the image so that, in theory, the metadata will always travel with the image no matter how or where the image is processed.  However, the typical publication workflow continues to utilize many different tools from different vendors, and it is not always possible to maintain embedded metadata all the way through the production chain.  Practical solutions that are in use today work around these limitations by associating an image description with its image via a URL, or linking an image to a description that is stored locally in a separate directory as part of a larger, downloadable book package.
This document describes changes and improvements made since the 2012 addendum to the main paper which was published in 2011.  Basic procedures and methods for adding long descriptions to images remain the same:  images can be described directly within the text of a book, or they can be coded in a manner that allows them to be voiced by reading devices or software.  The image can be separately produced as a tactile graphic using a variety of techniques which place a raised image on paper or a tactile display.  Three-dimensional models can be made for the student to touch.  However, there has been significant progress in some areas-- specifically, standards and recommendations-- that will make it easier for authors to add descriptions.  Additionally, two important tools for adding image descriptions to digital talking books and e-books-- Tobi and Poet-- have received upgrades that improve how they handle and process long image descriptions.
Standards and recommendations
Successful implementation and proliferation of any of the metadata solutions described in the original report have always depended in large part on the outcome of a number of ongoing standards and best-practices discussions.  When it comes to image descriptions, the most influential group at work today is the HTML5 Working Group at the World Wide Web Consortium (W3C).  In approximately 2007, the working group removed the longdesc attribute from the HTML5 recommendation, immediately placing a long-standing method for conveying long image descriptions to users in jeopardy, and setting off a debate about the purpose and worthiness of longdesc that lasted nearly six years.  As a result, other working groups developing their own HTML-based standards-- for example, the EPUB Working Group-- no longer had a de facto method of specifying how long descriptions should be delivered to users.  

In 2013, a major breakthrough occurred:  the W3C Web Accessibility Initiative's (WAI)  Accessibility Task Force and Protocols and Formats Working Group, in conjunction with many others in the accessibility industry, including members of the DIAGRAM project, convinced the HTML5 working group to reverse its decision and to insert the longdesc attribute back into the HTML5 recommendation once more.  The ultimate resolution was something of a compromise, however.  The longdesc attribute will not appear within the full recommendation document itself; instead, it is being specified in a separate document known as an extension specification.  Titled the HTML5 Image Description Extension, this document clearly describes the behavior of the original longdesc attribute as it existed in the HTML4.x recommendation, but which was never completely detailed.  It was this original lack of detail that may have led to the attribute's misuse and lack of implementation, both of which contributed to its removal from the HTML5 recommendation.  
The longdesc attribute extension specification is now in a draft status.  Work is proceeding rapidly and is expected to be completed near the end of 2013.  At that time it will become a permanent attachment to the full HTML5 recommendation.  It is very important to note, however, that this iteration of the longdesc attribute does not focus on improvements to the attribute.  Instead, it specifies how it operates now (i.e., linking a machine-discoverable long description to an image via a URL), thereby providing a baseline summary that was never written in the original specification of the attribute.  As such, this extension specification will provide a solid base on which subsequent improvements can be constructed.
Once the HTML5 Image Description Extension is finished and published, focus will then shift to improving long-description delivery methods.  Currently, one of the longdesc attribute's major limitations is that it can only be applied to the img element.  Rather than redefine the longdesc attribute to accommodate new features, plans are in place to eventually replace it with new attributes or properties found in other specifications or recommendations.  For example, the W3C's Protocols and Formats Working Group-- the committee responsible for the ARIA recommendation-- and the HTML5 Accessibility Task Force are beginning to debate the features and merits of a new attribute, aria-describedat, which will provide capabilities for descriptions through external references (i.e., URLs) but which can be applied to any element, not just images.  An initial release of this attribute in an update of the ARIA recommendation was planned for mid-2012.  Work is proceeding more slowly than anticipated, however, and so a draft specification of aria-describedat may not  be available until 2014.  
Meanwhile, the re-integration of the longdesc attribute has had a major impact on working groups that are responsible for other HTML5-reliant specifications, such as EPUB 3.  With longdesc back in place, the EPUB working group is now preparing to resolve the problem of how to apply long descriptions to non-image objects.  Deferring to aria-describedat is one option under discussion, but the development cycle at the W3C for this new attribute may conflict with the more rapid schedule of EPUB.  The IDPF (the organization responsible for EPUB3) may choose to resolve this issue independently of the W3C using an attribute of its own; for example, by using epub:describedAt, which was mentioned in the previous addendum.  epub:describedAt is not intended to subvert the W3C's efforts; rather, it would fill a gap while the Protocols and Formats Working Group completes its work and eventually releases the new attribute.  The EPUB working group hopes to reach a solution during the summer of 2013.
Metadata and accessibility
In addition to the ongoing accessibility standards work at the W3C, a new effort has been launched by Benetech to include accessibility metadata in Schema.org, so that a search engine can index information about the accessibility of a resource (e.g., a video, e-book or other digital publication) and thus make that resource discoverable by its accessibility attributes.  Known as the Accessibility Metadata Project, efforts are now underway to describe or “tag” the accessibility attributes of both content and alternatives on the Web.  Doing so opens up new and important possibilities for search and delivery, as well as discovery of accessible adaptations.  
The Accessibility Metadata Best Practices Guide, which has been published in draft form, lists all of the metadata attributes that authors can use to mark up resources for discoverability.  Image metadata has been grouped under the Media Features category, which also includes other types of media, such as video, audio or math.  Some of the tags that authors might want to add to images are listed below.  Note that a single image can contain multiple tags, and that there is no limit to the number of tags that authors may add to each image (or other resource).
· alternativeText:  alternative text is provided for visual content (e.g., the HTML alt attribute)
· braille:  braille content or alternative is available (e.g., eBraille or print braille)
· haptic:  resource facilitates access/control via haptic technologies
· highContrast:  high-contrast options are provided
· longDescription:  descriptions are provided for image-based content and/or complex structures such as tables
· tactileGraphics:  tactile graphics have been provided
The full proposal has been submitted to Schema.org, but there is currently no timeline regarding when it might be approved.  The proposal was warmly welcomed, however, and it is expected to be approved eventually.  It will then be up to the search companies that participate in Schema.org (including Google, Bing, Yahoo! and Yandex) to add this metadata to their search algorithms.  Once it has been implemented, however, users will be able to use search engines to search for resources that have been marked up with accessibility metadata as detailed in the full specification.  Thus, when conducting a search for images related to (for example) pollination, a user could restrict that search only to images that have long descriptions, or to those that have been supplied with tactile alternatives.  This outcome relies on the search engines implementing the metadata, and on content repositories marking up their content. The Accessibility Metadata Project team is actively seeking implementers of all kinds, including tools for tagging as well as large collections that might tag their materials.
Screen readers and browsers
The past year has seen a number of improvements to longdesc support by other screen readers and browsers, which is welcome news.  Historically, JAWS for Windows (arguably the most popular of the mainstream screen readers) has provided the most reliable support for the longdesc attribute:  when used in conjunction with browsers such as IE or Firefox, JAWS announces “press Enter to hear long description” whenever the longdesc attribute has been added to an image by an author.  Pressing the Enter key results in the image description becoming visible on the screen in a new browser tab or window, and JAWS then begins reading the description.  Early in 2013, NVDA-- a popular open-source screen reader for Windows-- also added support for the  longdesc attribute.  Version 2013.1 of the screen reader now announces “has long description” when longdesc is detected on an img element, and pressing the Enter key opens  the description in a new window or tab.  
The addition of longdesc support to NVDA means that Windows users now have access to long image descriptions using the two most popular Windows screen readers.  On the Mac, users are still waiting for VoiceOver-- the screen reader built into the OS X operating system (as well as all iOS devices)-- to provide support for the longdesc attribute.  
2013 also saw improvements to ChromeVox, an extension for Google's Chrome browser.  ChromeVox effectively turns Chrome into a talking browser, but is not a full-fledged screen reader.  (See the ChromeVox User Guide for full details on what ChromeVox can do.)  With ChromeVox installed in Chrome on either Mac or Windows, users will hear “Image with long description” when the longdesc attribute is detected.  Pressing the dedicated keyboard combination of CVOX+CD (ChromeVox keys plus the letters C and D; read the full set of ChromeVox keyboard commands) will then open the description in a new tab, and ChromeVox will read the description aloud. 
Finally, Mozilla is working on a new feature that will add a visible indicator in Firefox to images that make use of the longdesc attribute.  This very useful feature would make long image descriptions available to everyone, not just users with assistive technology (such as screen readers).  There is no projected date for when this feature will become available, but in the meantime Firefox users can download and install the longdesc add-on which adds a similar function to the browser by appending a visible “description” hyperlink next to images with longdesc.  Selecting the link opens the long description in a new tab or window.  The add-on also adds “View image longdesc: (filename)” to the context menu when users right-click on the image itself.  
Tools
The 2012 report summarized the features of two useful tools, Poet and Tobi, for adding descriptions to digital publications.  Both of these applications have been recently updated or are in the process of being updated; summaries of their new features and capabilities are provided below.
1. Tobi
Tobi is a free, open-source multimedia-production application (Windows only) from the DAISY Consortium that creates DAISY-formatted digital talking books (DTBs).  It allows authors to synchronize text with human narration as well as text-to-speech (TTS) narration.  
In late 2012, Tobi version 2.0.0.0 was released; among the substantial improvements was the capability to convert DTBs to EPUB3 documents that take advantage of EPUB3 Media Overlays, a method of synchronizing audio narration with EPUB3 documents.  Note that EPUB3 Media Overlays is based on SMIL (Synchronized Multimedia Integration Language), a W3C recommendation for representing synchronized multimedia information in XML.  Download a sample EPUB book with media overlays (first two chapters), or take a look at a sample source-code file showing media overlays.
2. Poet
The Poet image-description tool was developed by the DIAGRAM Center as an open-source resource to make it easier to create image descriptions for DAISY books, and to allow crowd sourcing of image descriptions to reduce cost.  The tool is used to add image descriptions to existing books and may be accessed for free from Benetech.  Alternatively, the code may be downloaded, installed and managed by the user. 
Development is now underway on a number of improvements to Poet, among them a new reference wizard that will help authors who are writing descriptions for math- and science-related images.  The wizard will provide examples of these image types as well as descriptions that have been written following NCAM's Effective Practices for Description of Science Content Within Digital Talking Books guidelines.  Also being tested is new support for integrating descriptions with EPUB documents, as well as a feature to allow users to search the text of existing descriptions.  
Adobe's Creative Suite applications
The original 2011 image-metadata paper was based in large part on the use of tools found in Adobe's Creative Suite 5 (CS5).  After the paper was published Adobe released CS5.5; relevant applications in that suite (such as Illustrator, InDesign, Bridge and Photoshop) were examined and tested, and the results of those tests were published in the 2012 addendum.  In mid-2012, Adobe released CS6 as well as Creative Cloud, which is a subscription-based collection of applications that will eventually replace the downloadable versions of Creative Suite.  
New tests of the CS6/Creative Cloud versions of Photoshop, Illustrator, Bridge and InDesign reveal that there have been no changes to the problems reported in the 2012 addendum (see the 2012 paper for a complete and illustrated description of these problems).  Image-description metadata that is added to a JPG is visible and usable in Bridge, Illustrator and InDesign.  However, image-description metadata that is added to a PNG using Photoshop is not available when the image is opened in those same applications.  As before, metadata can instead be added to a PNG using Bridge, and that information will become available when the image is opened in InDesign or other Creative Suite applications.  These inconsistencies do not necessarily prohibit authors from attaching descriptive metadata to images that will “travel” with those images as they are passed through the authoring and publication processes.  However, these inconsistencies could impede the process, making it difficult and somewhat confusing when trying to accommodate descriptions into the workflow, especially for large documents such as textbooks.  
Summary
In the past year substantial gains have been made in standards and recommendations regarding the inclusion of long descriptions with images.  The resolution of conflicts, both technical and philosophical, around the longdesc attribute in HTML5 will finally allow authors to provide descriptions in a basic, standards-approved method that can be reliably supported from one of the digital-publication chain to the other, regardless of if the materials are created in HTML, EPUB or DTB formats.  Important assistive-technology and browser vendors, such as Freedom Scientific, Mozilla and NVDA, realizing the value that longdesc brings to users, have maintained or increased their support for this description-delivery method in their products, giving users more options than ever before when it comes to accessing long image descriptions.
Still, authors who wish to actually embed descriptive metadata in images, and who want that metadata to be available for manipulation throughout the production process, will find that no easy and permanent solution has yet been reached.  Authors can embed descriptions in images but, depending on the image type, conventional workflows may need to be disrupted or altered in order to accommodate extra steps.  Additionally, the problem of access by users remains:  no assistive technology currently available can locate and read descriptive metadata embedded within images.  Ongoing discussions with standards groups and tool developers such as Adobe will continue efforts to extend support for long descriptions within image formats and authoring tools. 
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